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In this paper we report molecular dynamics (MD) and free energy perturbation (FEP) studies
carried out on enzyme-inhibitor (two hydroxamates that only differ by a carbon-carbon double
bond) complexes of human fibroblast collagenase to obtain insights into the structural and
energetic preferences of these inhibitors. We have developed a bonded model for the catalytic
and structural zinc centers (Hoops, S. C.; et al. J. Am. Chem. Soc. 1991, 113, 8262-8270)
where the electrostatic representation for this model was derived using a novel quantum-
mechanical/molecular-mechanical (QM/MM) minimization procedure followed by electrostatic
potential fitting. The resulting bonded model for the zinc ions was then used to generate MD
trajectories for structural analysis and FEP studies. This model has satisfactorily reproduced
the structural features of the active site, and furthermore, the FEP simulations gave relative
free energies of binding in good agreement with experimental results. MD simulations in
conjunction with the FEP are able to provide a structural explanation regarding why one
hydroxamate inhibitor is favored over the other, and we are also able to make predictions
about changes in the inhibitor that would enhance protein-inhibitor interactions.

Introduction
Matrix metalloproteinases (MMPs) are a large family

of enzymes that are involved in the degradation of the
components of the extracellular matrix.2,3 They are
secreted as zymogens, which are activated by proteolytic
cleavage of a ∼10 kDa proenzyme region.2,3 The active
enzyme can cleave one or more components of the
extracellular matrix. For example, collagenases cleave
specific collagens, and stromelysin cleaves gelatins,
fibronectins, etc.2,3 The activity of MMPs is regulated
by what is known as tissue inhibitors of metallopro-
teinases (TIMPs).2,3 However, under stoichiometric
imbalance or weakly regulated conditions, MMPs can
cause tissue damage or modifications.2,3 This damage
can give rise to disease conditions such as rheumatoid
or osteoarthritis,2 metastasis of cancer cells,4 periodon-
tal disease,2 or corneal ulceration.5 MMPs are also
involved in many of the bodily functions associated with
growth processes, such as embryogenesis, bone remod-
eling, and tooth eruption and in mediation of blood
platelet aggregation.6 The far-reaching impact of MMPs
further includes adamalysins which are components of
snake venom.7 Hence, the molecular-level insights
obtained on MMP inhibition in this study will have an
impact on the future rational design of MMP inhibitors
that could be useful in the treatment of the disease
states described above.8

At the molecular level, MMPs are characterized by a
zinc atom at the active site (zinc catalytic site) with a
conserved zinc binding motif, HExxHxxGxxH. The
proenzyme region also consists of a cystine residue
which is conserved in MMPs, and in the inactive form
this cystine is bonded to the catalytic zinc. This class of
enzymes also contains a methionine residue below the
active site zinc, which forms part of a family-wide
superimposable “Met-turn”.3,9 Given that the X-ray

structures of a number of MMPs have been determined
recently,2,3 it is possible to generate a generalized
catalytic mechanism based on the residues that are
located close to the catalytic zinc ion.2,3 A proposed
mechanism for the catalytic activity based on these
crystal structures has many features in common with
that of thermolysin,10 although there are differences in
the metal ion environments and substrate binding
interactions.2,3 The mechanism given in Figure 1 leaves
out many of the residues within the active site since
the role many of these play in MMP catalysis is
uncertain at this time. In the proposed catalytic mech-
anism the peptide is bound into the active site (via a
zinc-carbonyl interaction as well as other noncovalent
peptide-active site interactions) and an active site
water molecule transfers a proton to Glu 219, thereby
generating a tetrahedral intermediate (see 1 f 2). This
Glu residue then transfers its proton to the amide
nitrogen of the peptide (3) which facilitates the collapse
of 3 into two peptide fragments (4) based on the N- and
C-terminal fragments of the starting protein. The pep-
tide fragments are then lost to generate the resting state
on the enzyme (5). Numerous open questions remain
regarding this catalytic cycle (e.g., is intermediate 3
actually stable or does it directly collapse to 4 once
intermediate 2 has a proton transferred to it?), but this
is a good working mechanism until further corroborat-
ing data is obtained.

Since MMPs are involved in a wide range of diseases,
there has been intense interest in obtaining effective
small-molecule inhibitors. Recently, a number of pseudo-
peptide inhibitors have been reported in the literature.11

Generally speaking, these inhibitors are characterized
by a zinc binding group on one end attached to varying
numbers of small-molecule or ‘peptide-like’ substituents,
each of which has to be optimized in order to get optimal
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efficacy. Of these, inhibitors with the hydroxamate zinc
binding group have been found to be potent inhibitors
in MMPs such as human fibroblast collagenase (HFC)12

and human neutrophil collagenase (HNC).13 Inhibitors
with other zinc binding groups such as carboxylate,
amino carboxylate, and sulfydryl have also been syn-
thesized.14 High-resolution X-ray structures of the
enzyme-inhibitor complexes have also become recently
available.2,3 The crystal structures of HNC and HFC
complexed with hydroxamate inhibitors have revealed
that the catalytic zinc is pentacoordinated (3 His + 2
oxygens from the inhibitor zinc binding group; see
Figure 2). 12 The hydroxyl oxygen is at a slightly larger
distance from the zinc than the other ligands. It is worth
noting that hydroxamate inhibitors were found to have
a different mode of binding in human carbonic anhy-
drase-II, where the terminal nitrogen became ionized

and bonded directly with the zinc.15 The protein also
contains a second zinc ion in tetrahedral coordination
(zinc structural site) and a calcium ion in octahedral
coordination. These metal ions are necessary for the
structural stability of the enzyme.16

Because of the presence of zinc ions (one catalytic and
one structural) in MMPs, we are faced with selecting a
way in which to model these ions. There are two basic
ways to model metal ions using a purely classical
potential function that has been described in the
literature: the bonded model1 and the nonbonded
model.17,18 In this manuscript we have adopted the
bonded approach for metal ion representation, which
involves placing explicit bonds between a metal ion and
its surrounding ligands.1 In the nonbonded approach,
nonbonded electrostatic and van der Waals terms are
used to retain the metal-ligand coordination.17,18 The
major limitations of the bonded approach are its in-
ability to allow for coordination changes around the
metal ion during the dynamics and the limited metal
ion-ligand flexibility conferred due to the presence of
the metal-ligand bonds. On the other hand, the non-
bonded approach is very sensitive to the electrostatic
model chosen17 and can suffer from the inability to
retain low coordination number.1 We note, however, that
the nonbonded model for zinc has recently been used
successfully in carbonic anhydrase and carboxypepti-
dase by Stote and Karplus18 using a specially designed
cutoff scheme with stochastic boundary conditions and
the CHARMM force field. However, with the AMBER
force field we find that the nonbonded approach gener-
ally fails to give the correct coordination number even
when long-range electrostatic interactions are correctly
accounted for using an infinite cutoff. Thus, given our
past success with the bonded model,1,19,20 we have
decided to continue its use. In addition, with the
presence of zinc in two different coordination environ-
ments in MMPs, we felt that the use of a bonded

Figure 1. Postulated catalytic mechanism for MMPs.

Figure 2. Both hydroxamate oxygens and the three liganding
histidine nitrogens of the enzyme make up a trigonal-bipyra-
midal coordination sphere around the catalytic zinc.
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approach would most accurately reproduce the HFC-
zinc-inhibitor system in our simulations.

In this paper we report molecular dynamics (MD) and
free energy perturbation (FEP) studies carried out on
enzyme-inhibitor complexes of human fibroblast col-
lagenase to obtain insights into the structural and
energetic preferences of these inhibitors. We have
developed a bonded model for the catalytic and struc-
tural zinc centers1 where the electrostatic representa-
tion for this model was derived using a novel procedure
in which a quantum-mechanical/molecular-mechanical
(QM/MM) minimization procedure was followed by
electrostatic potential fitting. This approach has the
advantage in that it includes environmental polarization
effects, while in the previous incarnation of this model1

all charges were evaluated in the absence of the enzyme
or aqueous environment (i.e., the charges were deter-
mined in the gas phase). The resulting bonded model
for the zinc ions was then used to generate MD
trajectories for structural analysis and FEP studies.
This approach has satisfactorily reproduced the salient
structural features of the active site. Furthermore, the
FEP simulations gave relative free energies of binding
in good agreement with experimental results.

Experimental Section

Crystal structures and binding information (i.e., Ki’s) were
obtained from experimentally published results. The crystal
structure of HFC obtained by Spurlino et al.12 contains a
hydroxamate inhibitor with a Phe side chain at the P2′ position.
The active enzyme, after the cleavage of the proenzyme (42
kDa), is unstable in vitro. Hence the crystal structure was
determined using a “matured, truncated” form (19 kDa) of the
enzyme without the hemopexin domain present at the C-
terminus. This matured, truncated enzyme is also catalytically
active.12 The active site consists of three histidines (His 218,
222, 228) bound to the catalytic zinc and a glutamate (Glu 219)
hydrogen bound to the hydroxyl hydrogen of the inhibitor. The
structural zinc site is tetrahedral, coordinated to three his-
tidines (His 168, 183, 196) and an aspartate (Asp 170) bound
to the metal ion in a monodentate manner. The Ca2+ present
is coordinated to the carbonyl oxygens of Gly 176, Gly 178,
and Asn 180 and the side chain oxygens of Asp 175, Asp 198,
Glu 201 in an octahedral manner. The latter two metal ion
centers are required for the stability of the HFC enzyme.

In the present work we have investigated succinyl hydrox-
amate inhibitors with indole side chains at the P2′ position
and have concentrated on studying the effects of mutations
at the P1′ position (positions as defined in Beckett et al.8).
These inhibitors and their experimentally observed inhibition
constants are shown in Figure 3a-c.8,21 The starting structure
for the simulation given in Figure 3b was obtained by replacing
the Phe side chain with an indole group with the help of the
graphics program MIDAS22 (i.e., from OH-NH-CO-Leu-Phe-
CO-NH-CH3 to OH-NH-CO-Leu-Trp-CO-NH-CH3). This in-
hibitor, which we refer to as IND1, is better known by the
tradename Galardin5 developed by Glycomed Inc. Galardin is
reported to be undergoing phase II/III clinical trials for
treatment of patients with corneal ulcers5 and has been
extensively used as a lead molecule in the study of small-
molecule MMP inhibitors.23

The conformation of the protein was not altered during this
model-building process, and the inhibitor structure was altered
only minimally. The starting structure for IND2 (see Figure
3c) was obtained from the minimized structures (see below for
more details) of IND1. In all the simulations described in this
work, we have retained all the water molecules observed in
the X-ray structure.12 We then added a water cap with a radius
of 22 Å (from the zinc ion) to ensure that the inhibitor and
the surface region near the active site were fully solvated.

Counterions were placed near the five glutamate residues on
the surface of the protein. All residues within 15 Å radius of
the two zinc ions as well as all the cap water molecules were
allowed to move during the dynamics.

Force Field. It was necessary to develop the force-field
parameters associated with the N-O functionality for the
hydroxamate inhibitors used in this investigation since these
parameters were not available in the AMBER24-26 force field.
Acetohydroxamate (CH3C(O)NHOH) was used as a small-
molecule model system for the hydroxamate functionality of
the inhibitors. Using the HF/6-31G* ab initio level, appropriate
bond, angle, and dihedral parameters were determined. The
resulting parameters are reported in Table 1. Bond and angle
parameters associated with the zinc center were taken from

Figure 3. (a) Succinyl hydroxamate inhibitor; (b) inhibitor
IND1 (Ki ) 0.002 µM); (c) inhibitor IND2 (Ki ) 0.13 µM).

Table 1. Derived Force-Field Parameters for the Zinc Ions and
the Hydroxamate Group Associated with MMP Inhibitors

Bond Parameters

bond Kr (kcal/Å2) Req (Å)

Zn-NB 40.0 2.05
Zn-OH 40.0 2.20
Zn-O 40.0 2.05
N-O 539.0 1.37

Angle Parameters

angle Kθ (kcal/rad2) θeq (deg)

NB-Zn-NB 20.0 105.0
NB-Zn-O 20.0 115.0
CR-NB-Zn 20.0 126.0
N-OH-HO 83.6 105.6
OH-N-C 137.4 116.1
H-N-OH 94.8 109.1

Dihedral Parameters

HO-OH-N-C v/2 ) 3.0, γ ) 180, n ) 1
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Hoops et al.1 All the torsions associated with the zinc-ligand
bonds were set to zero as in Hoops et al..1

Partial Charges. In addition to the bond, angle, and
dihedral parameters, the different coordination geometries of
the two zinc sites required the development of appropriate
charge representations. Since a nonbonded metal-ligand
representation involving a formal charge (+2) often leads to
octahedral coordination for Zn, we have adopted and extended
the bonded model approach designed for metalloproteins in
our laboratory.1 In our new approach, we have derived the
partial charges for the zinc ions and their ligands using a
coupled QM/MM27 energy minimization followed by electro-
static potential fitting (ESP).28 The important new feature of
this approach, is the inclusion of polarization effects arising
from the surrounding environment. In the previous incarna-
tion of this approach the ESP charges were determined in the
gas phase and not directly in the local environment.1 In the
QM/MM energy minimization, the zinc ions and their coordi-
nating ligands were treated using a quantum-mechanical (the
semiempirical PM3 Hamiltonian) representation while the rest
of the protein-solvent environment was treated using a
molecular-mechanical (AMBER) representation. For the cata-
lytic region we included three histidine side chains, one
glutamate side chain, the entire inhibitor, and the zinc ion.
Similarly, the structural zinc ion along with its three histidine
side chains and one aspartate side chain were treated using a
QM representation. The junction between the QM and MM
regions was made between C-â and C-γ of the His residues
and between C-γ and C-δ for the Glu residue. When a residue
was split between the QM and MM regions, the partial charges
on the MM atoms of that residue were modified to maintain
the charge neutrality of the MM region.27 The QM/MM energy
minimization involved 200 steps of steepest descent minimiza-
tion and 800 steps of conjugate gradient minimization. The
distances from the coordinating atoms to Zn (e.g., the NE2
nitrogen from the histidines and the hydroxyl and carbonyl
oxygens at the hydroxamate-terminus of the inhibitor) were
constrained at their crystallographic values. This was done
because an unconstrained QM/MM minimization resulted in
a local geometry that was in unsatisfactory agreement with
the X-ray structure. In particular, the distance between the
hydroxyl oxygen of the inhibitor to the catalytic zinc ion was
too long. The PM3 Hamiltonian29-31 was used during the QM/

MM energy minimization, while the MNDO Hamiltonian was
used for the ESP calculations. The PM3 Hamiltonian yields
better structure29-31 yet produces charges that are in poor
agreement with ab initio charges.28 MNDO, on the other hand,
was found to be superior in charge determination,28 and,
therefore, was used in the ESP fitting calculations.1 The net
charges of the QM regions around the catalytic site or the
structural site were both set to +1 (Zn ) +2, inhibitor ) 0,
histidines ) 0, glutamate/aspartate ) -1) during the QM/MM
energy minimization. The QM/MM minimized structure for the
enzyme-inhibitor complex with the inhibitor IND1 was used
to set up the models for IND2. Two hydrogens in the IND1
structure near the P1′ position were removed to generate the
carbon-carbon double bond for IND2. The partial charges for
the active site QM atoms were then calculated for this system
using the same method as described above. The partial charges
used in the enzyme MD simulations are summarized in
Figures 4-7.

The partial charges for the inhibitors in an aqueous solvent
environment were also determined using the coupled potential
approach. Atomic point charges for the inhibitors could have
been determined in the gas phase as is typical practice;24-26

however, this would lead to an unbalanced model32 between
the enzyme and aqueous-phase simulations. In the enzyme
case we are utilizing charges that include polarization arising
from the surrounding environment; thus, it is also important
to include these effects in the aqueous case. Moreover, inclu-
sion of conformational sampling effects (via MD simulations)
was also regarded as being more important in solution than
in the relatively rigid enzyme active site. The IND1 and IND2
inhibitor structures were initially optimized in the gas phase
using PM3 semiempirical calculations (both inhibitors are
neutral). Gas-phase partial charges were then determined
using ab initio single-point calculations at the HF/6-31G* level.
These calculated charges were then used for MD simulations
of the inhibitors solvated in a 22 Å cap of water molecules, for
150 ps. Partial charges were calculated using the QM/MM
ESP28 fitting procedure with the MNDO33,34 Hamiltonian on
configurations saved every 15 ps, and the resulting charges
were averaged. The observed fluctuations in the charges
calculated in this manner were observed to be relatively small,
with the largest rms fluctuation being only ∼0.1e. The result-

Figure 4. Partial charges for the HFC active site complexed with IND1.
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ing partial charges used in the aqueous MD simulations are
summarized in Figures 8 and 9.

Dynamics. Using the force-field parameters and the partial
charges derived above, we obtained a minimized structure that
was in good agreement with the X-ray structure with an rms
deviation of only 0.35 Å. Hence, we decided that our force-
field parameter set was able to represent the protein system
well enough to begin our MD and FEP simulations. To set up
the starting structure for the simulations described herein,
we utilized the minimized structure of the HFC complexed
with the IND1 inhibitor as our reference. MD simulations were
carried out using a residue-based cutoff of 10 Å and a time
step of 1 fs. All the bonds involving hydrogens were constrained
using SHAKE,35 while the bonds involving heavy atoms were
included in the dynamics. The model was equilibrated by

gradually increasing the temperature in stages (5 ps at 100
K, 5 ps at 200 K) to the target temperature of 300 K by
coupling to a temperature bath.36 After 190 ps of MD simula-
tions, the rms deviation from the initial structure had stabi-
lized with a value of ∼0.9 Å. Atomic coordinates were collected
every 0.05 ps for 300 ps for the two systems.

FEP simulations were carried out using the GIBBS module
of the AMBER (version 4.0)37 suite of programs. We have
employed the “slow growth” approach for the determination
of the free energy. This method has been used successfully in
several previous application studies.20,38 The relative free
energy between IND1 and IND2 was obtained by mutating
the CH2R-CHR2 linkage to CHRdCR2, in which two hydro-
gens disappeared and the carbons were mutated from CT (sp3)
to CM (sp2) types. We have carried out the FEP simulations

Figure 5. Partial charges for the hydroxamate inhibitor IND1. In cases where symmetry-related atoms (e.g., hydrogens in a
methyl group) are present, only one atomic charge is given. The numbering scheme given here is also used for IND2 except H4
and H5 are deleted.

Figure 6. Partial charges for the HFC active site complexed with IND2.
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using a time scale of 500 ps. To investigate the effect of
sampling on the computed free energy values, we first carried
out 190 ps equilibration runs followed by 500 ps FEP simula-
tions in the enzyme and in solution. For the enzyme case we
ran a total of five simulations that started from temporally
separated (150 ps each after the initial 190 ps equilibration
phase) starting configurations. For the solution runs the
variation among the first four temporally separated FEP
simulations was so low ((0.13 kcal/mol) that a fifth run was
not carried out.

Results and Discussions
The results of the MD and FEP simulations will be

divided into two categories: energetic and structural.
First, we shall discuss the energetic portion of our
simulations. The FEP runs were performed on inhibitors
IND1 and IND2 with and without (i.e., in aqueous

solution) the protein HFC. The calculations were run
from IND1 f IND2 only starting with the equilibrated
structures of the enzyme-substrate complex. All runs
were done in the forward direction five times (for the
enzyme, only four runs were done in the aqueous case)
to obtain insight into the statistical errors present in
the calculation. The ∆G vs λ plot for the IND1 f IND2
mutation was linear and showed very good convergence
both in the solvent and in the enzyme-inhibitor com-
plex. The results of the FEP simulations are listed in
Table 2. The calculated average relative free energy of
binding (∆∆G) was 3.9 kcal/mol, which is in reasonable
agreement with the experimental value of 2.5 kcal/mol.
Thus, both experiment and theory predict that IND1 is
a better inhibitor of HFC than is IND2.

Figure 7. Partial charges for the hydroxamate inhibitor IND2. In cases where symmetry-related atoms (e.g., hydrogens in a
methyl group) are present, only one atomic charge is given.

Figure 8. Partial charges for the hydroxamate inhibitor IND1 in solvent. The rms fluctuations in the charges are given in
parentheses. In cases where symmetry-related atoms (e.g., hydrogens in a methyl group) are present, only one atomic charge is
given.
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Another important component of this research is the
structural analysis which allows us to garner chemical
insights into why IND1 is a better inhibitor of HFC that
IND2. The inhibitors IND1 and IND2 both contain the
hydrophobic side chains of Leu and Trp interacting with
the S1′ and S2′ pockets of the active site, respectively.
The Leu side chain of the inhibitor is in the protein
interior, whereas the Trp side chain of the inhibitor is
solvent-exposed (as was the Phe side chain in the
original X-ray structure of Spurlino et al.12). There was
a significant amount of movement of the inhibitors in
the active site during the simulations, but in both cases
it was confined primarily to the Trp side chain of the
inhibitors. Most of the effective MMP inhibitors have a
hydrophobic group in the P1′ position (e.g., the isobutyl
group in IND1 and IND2) and take advantage of the
favorable hydrophobic interactions provided by Val 215
in the enzyme active site. Hydrophilic interactions such
as hydrogen bonds between the inhibitor amide protons
and the enzyme have been reported to be extremely
important in stabilizing the inhibitor in the active site
also.21,23 Both IND1 and IND2 form approximately 5-6
stable hydrogen bonds to the protein, and their dis-
tances are given in Table 3. Overall, we find that all
the protein-inhibitor backbone hydrogen bond interac-
tions observed in the crystal structure have been
maintained throughout in the simulations (see Table 3).
Besides the protein-inhibitor interactions, we also find
that our model retains the metal (Zn and Ca) distances

quite well (note that these distances were not con-
strained by SHAKE).

The hydroxamate zinc binding group acts as a biden-
tate ligand with each oxygen (O1 and O2) situated at
an optimum distance (1.9-2.3 Å) from the active site
zinc ion. Our simulations have shown that both the
oxygens at O1 and O2 positions retain their stable
ligand interaction with the catalytic zinc ion (the
distances are shown in Table 4) close to the crystal
structure average value of 2.09 Å. Moreover, the zinc

Figure 9. Partial charges for the hydroxamate inhibitor IND2 in solvent. The rms fluctuations in the charges are given in
parentheses. In cases where symmetry-related atoms (e.g., hydrogens in a methyl group) are present, only one atomic charge is
given.

Table 2. Results Obtained from the FEP Simulations for
IND1 f IND2

starting
structure

∆Genz
(kcal/mol)

∆Gsol
(kcal/mol)

∆∆Gbind
a

(kcal/mol)

190 ps 97.0 102.0
340 ps 98.8 102.2
490 ps 96.9 102.2
640 ps 99.7 101.9
790 ps 98.7

averages 98.2 ( 1.1 102.1 ( 0.13 3.9
a Experimental value: 2.5 kcal/mol.

Table 3. Selected Metal-Ligand and Inhibitor-Protein
Hydrogen-Bonding Distances Calculated from the MD
Trajectoriesa,b

ligand IND1 IND2 X-rayc

Catalytic Zn Site
NE2 His 218 1.97(0.08) 2.00(0.08) 2.00
NE2 His 222 2.04(0.07) 2.02(0.07) 2.13
NE2 His 228 2.04(0.07) 2.04(0.08) 2.07
O1 INH 2.21(0.07) 2.22(0.08) 2.17
O2 INH 2.09(0.08) 2.08(0.08) 2.08

Structural Zn Site
NE2 His 168 2.05(0.09) 2.06(0.09) 2.09
OD2 Asp 170 1.80(0.07) 1.83(0.06) 1.88
NE2 His 183 2.04(0.09) 2.07(0.08) 2.03
NE2 His 196 2.13(0.09) 2.11(0.08) 2.08

Calcium Site
OD1 Asp 175 2.28(0.05) 2.29(0.05) 2.30
O Gly 176 2.35(0.06) 2.37(0.06) 2.33
O Gly 178 2.35(0.06) 2.33(0.06) 2.44
O Asn 180 2.35(0.06) 2.37(0.07) 2.39
OD2 Asp 198 2.26(0.04) 2.25(0.04) 2.32
OE2 Glu 201 2.27(0.05) 2.27(0.05) 2.22

Inhibitor-Protein H-Bond Interactions
N1-O Ala 182 3.02(0.18) 3.23(0.22) 2.83
N1-OE2 Glu 219 3.05(0.24) 2.93(0.18) 3.00
O1-OE1 Glu 219 2.59(0.08) 2.62(0.09) 2.50
O3-N Leu 181 2.88(0.11) 2.86(0.10) 2.81
N2-O Pro 238 3.00(0.14) 3.04(0.18) 3.10
O4-N Tyr 240 2.95(0.16) 2.97(0.17) 2.84
N4-O Gly 179 2.91(0.14) 3.02(0.20) 2.80
a Results averaged over 300 ps of MD trajectory. b The rms

fluctuations are given in parentheses. c Values from Spurlino et
al.12
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ion remained pentacoordinated with the two oxygens
and the three histidines in the active site. The hydrox-
amate nitrogen is thought to be protonated (H1), and it
forms a hydrogen bond with the backbone carbonyl
oxygen of Ala 182.12 From our simulations we have
noted a change in the mode of interaction of the zinc
binding group of IND1 and IND2 with the active site of
the enzyme. In the IND1 simulations, H1 has a short
hydrogen bond with the carbonyl oxygen at Ala 182 (2.1
( 0.2 Å) and a longer one with the carboxylate oxygen
(OE2) of Glu 219 (2.5 ( 0.4 Å) as is observed in the
crystal structure.12 However, the opposite is observed
in the IND2 simulations: The hydroxamate H1 in IND2
favors a short hydrogen bond with the carboxylate
oxygen (OE2) of Glu 219 (2.2 ( 0.2 Å) and a longer one
with the carbonyl oxygen of Ala 182 (2.6 ( 0.3 Å). This
observation is a direct result of mutating IND1 f IND2
where the backbone atoms shift to such an extent to
allow the hydroxamate hydrogen to favor interaction
with the carboxylate oxygen of Glu 219. To further
examine these two hydrogen bond interactions, we
examined the angle between the hydrogen bond donors
and acceptors (recall that the optimum value would be
180°). The angle values (Table 4) for these hydrogen
bonds further support the presence of a “strong” hydro-
gen bond between Ala 182 and IND1 (hydrogen bond
angle of ∼147°) and a “weak” hydrogen bond between
Glu 219 and IND1 (hydrogen bond angle of ∼117°). In
IND2, both these hydrogen bonds were retained, but
both of the angles are far away from the optimal value
(∼132° and ∼128°, respectively). From this analysis we
propose that the observed differences in these two
hydrogen bonds partly account for the tighter binding
of IND1. Glu 219 and Ala 182 have also been proposed
as the residues responsible in promoting the nucleo-
philic attack of a water molecule on the scissile peptide
bond and the residue in stabilizing the protonated
nitrogen of the scissile bond, respectively.12

The FEP trajectories further support the observed
changes in the protein-inhibitor hydrogen bonds as
revealed in the independent MD trajectories described
above. Figure 10a,b clearly shows the crossover, at a
particular λ (i.e., the FEP coupling parameter) value,
for the two hydrogen bonds as the inhibitor is mutated
from IND1 to IND2 (1 f 0). Although this is not the
only contribution to the tighter binding between IND1
and the protein, we feel that this interaction plays a
crucial role in making IND1 the tighter binding inhibi-
tor.

Another major determinant of selectivity is the P1′
substituent of the inhibitor which is the isobutyl group
in the IND1 and IND2. Nonpolar alkyl groups have been
shown to be the preferred substituents for the P1′
position in HFC inhibitors.8 This group is capped by the
S1′ pocket consisting of the side chains of Val 215 and
His 218 along with the backbones of Ser 239 and Tyr

240, and at the bottom of this pocket (∼7 Å away from
the alkyl side chain of the inhibitors) is the side chain
of Arg 214. A methyl group (C7) of the Leu is well-
capped by Val 215 forming van der Waals interactions.
The positions of these capping residues, particularly Val
215, make long alkyl or phenyl alkyl chains an unfavor-
able choice for the P1′ inhibitor side chain. The other
methyl group in the Leu side chain (C6) makes van der
Waals contacts with His 218 and with the carbonyl of
Pro 238, but these hardly appear to be optimal. Al-
though the S1′ pocket does not tolerate charged and
polar groups well in the methyl C7 position, we feel that
the C6 methyl group can be replaced with a small polar
group without adversely affecting the inhibition. Rather,
a small polar group replacement for C6 may result in
favorable electrostatic interactions with the other polar
residues found on this side of the S1′ pocket (e.g., His
218 and Pro 238). In particular, a hydroxyl group could
form a hydroxyl oxygen stacking interaction with the
π-face of His 218 (note that the imidazole ring in this
case is partially positively charged since it is bound to
the zinc ion), while the hydroxyl hydrogen could hydro-
gen bond to the carbonyl oxygen of Pro 238. However,
it is not clear whether this would also attract water
molecules closer to the active site or if the enhanced
solvation free energy of the inhibitor would be overcome
by these new enzyme-inhibitor interactions. A radial
distribution function analysis showed that there are ∼2
water molecules “solvating” the C6 methyl 5.4 Å away,
whereas the C7 methyl is “solvated” by 2 water mol-
ecules at 6.6 Å away. From this analysis it is apparent

Table 4. Select Bond and Angle Values between IND1 and
IND2 and the Enzyme Active Site

atoms IND1 IND2

O Ala 182-H1 IND 2.1 ( 0.2 Å 2.6 ( 0.3 Å
OE2 Glu 219-H1 IND 2.5 ( 0.4 Å 2.2 ( 0.2 Å
OE2 Glu 219-H1 IND-N1 IND 117.0 ( 15.0° 132.1 ( 11.0°
O Ala 182-H1 IND-N1 IND 146.8 ( 15.0° 128.2 ( 12.2°

Figure 10. (a) Running averages of the H1 IND-O Ala 182
and the H1 IND-OE2 Glu 219 distances; (b) running averages
of the N1 IND-H1 IND-O Ala 182 and N1 IND-H1 IND-
OE1 Glu 219 angles.

1232 Journal of Medicinal Chemistry, 1999, Vol. 42, No. 7 Toba et al.



that the Leu side chain in the P1′ site acts as a “solvent
screen” to effectively shield the inhibitor from potential
water molecules entering the active site and affecting,
for example, the binding of the zinc binding group.

The P2′ and P3′ have been shown to be able to tolerate
various substituents which results in the suggestion
that they do not play a dominant role in enzyme
binding. However, bulky side chains in the P2′ site have
been shown to have an increased affinity for HFC.8 The
formation of a cyclic lactam between P2′ and P3′ has
also been shown to result in increased inhibition.8 In
our simulations, both the IND1 and IND2 inhibitors
have the bulky Trp side chain in the P2′ site and a
methyl group in the P3′ site. The Trp side chain in IND2
has undergone a “ring flip” (i.e., it is oriented away from
the P3′ methyl group) allowing it to be more solvent-
exposed. Thus, the distance from the methyl carbon in
the P3′ position to the C-γ in the Trp side chain has
increased from 4.3 ( 0.2 Å for IND1 to 5.8 ( 0.1 Å in
IND2. The dihedral angle between the Trp side chain
and the backbone atoms of the inhibitor (ø1 (C19-C9-
C10-C11); see Figure 5 for the numbering) shows that
the indole ring is pointed “away” from the backbone
atoms in IND2 (180°) compared to the position in IND1
(70°). This closer interaction between P2′ and P3′ sub-
stituents in IND1 is also evident in the water radial
distribution function of the amide hydrogen (H25,
located between P2′ and P3′). In IND1 the first water
density peak is approximately 4.2 Å away because the
indole ring of the Trp side chain blocks the close
approach of water, while in IND2 the first water density
peak appears at ∼2.2 Å. The P2′ and P3′ sites in IND1
remained close throughout the trajectory, forming a
“cleftlike” shape, which favors van der Waals contacts
between the two sites. Additionally, we have observed
that the close contact between P2′ and P3′ in IND1
renders the indole ring slightly less flexible than in
IND2. Figure 11 gives the rms fluctuation of the Trp
side chain for both IND1 and IND2 when bound to the
protein which supports the notion that the fluctuations
of the Trp side chain are greater in IND2. Further
support of the Trp ring flip comes from the dihedral
formed by the Trp side chain atoms (C9-C10-C11-
C18) which for IND1 is +70° and for IND2 is -70°. As
noted previously cyclization between the P2′ and P3′ sites
has been shown to result in increased activity of HFC

inhibitors.8 The rigidity and the orientation of the Trp
side chain in IND1 clearly show that cyclization between
the P2′ and P3′ sites is possible, while the orientation
observed in IND2 is not conducive to cyclization.

There is also another zinc site in the HFC protein
designated as the structural zinc site (ZNS) due to its
inaccessibility to the protein surface. The ZNS is located
∼12.3 Å away from the catalytic zinc. The presence of
this second zinc ion differentiates the collagenases from
thermolysin and astacin families of enzymes.9 The
structural zinc is tetrahedrally coordinated by imidazole
nitrogens from His 168, 183, and 196 and one carboxy-
late oxygen of Asp 170. The other Asp 170 carboxylate
oxygen is hydrogen-bound to the hydroxyl hydrogen of
Ser 172. However, this hydrogen bond was not very
stable and was occasionally replaced by a hydrogen bond
to a water molecule. The calcium ion, which is essential
for enzymatic activity,9 remained octahedrally coordi-
nated and stabilizes the glycine residues in the loop (Gly
176, 178, and 179) (see Table 4). The structural zinc,
along with the calcium site, maintains the structural
integrity of the 170-184 loop in the active site region
which in turn helps maintain a number of the protein-
inhibitor contacts described above.

Conclusion

The FEP method has been successfully applied to
investigate the relative binding affinities of the two
succinyl hydroxamate inhibitors IND1 and IND2 of
HFC. In these simulations, have adopted the bonded
approach for the metal ions1 and we have calculated the
partial atomic charges for the metal ions and the
coordinating ligands using a novel QM/MM ESP fitting
procedure.27 In this procedure we include the effect of
the enzyme or solution-phase environment into the
computed charges as opposed to previous approaches
that utilized identical gas-phase charges throughout a
set of simulations representing very different environ-
ments (i.e., enzyme versus solution). Thus, we are
including effects arising from the polarization of the
inhibitors by the local environment32 as well as charge
transfer1,39 between the metal ions and their associated
ligands. We find that the molecular mechanics param-
eters developed for HCAII1 can also be successfully
extended to other zinc metalloenzymes such as MMPs,
with missing parameters being added using ab initio
calculations (e.g., for the hydroxamate group). Impor-
tantly, our active site models were able to retain the
experimentally observed structure of HFC. Further-
more, the computed free energy for conversion of IND1
into IND2 was in satisfactory agreement with the
experiment.

The simulations reported here have also provided us
with structural insights into why IND1 is a better
inhibitor than IND2. Hydroxamate inhibitors of MMPs
have been generally shown to be more potent than the
alternative zinc binding groups such as carboxylic acids,
thiols, or phosphinic acids. However, the answer to why
the hydroxamate group is the preferred zinc binding
ligand is still not clear. Some of the proposed explana-
tions include (a) the presence of short zinc-hydroxam-
ate oxygen distances, (b) the longer distance between
the two zinc-binding oxygens in hydroxamate which
readily favors the trigonal-bipyramidal binding geom-

Figure 11. rms fluctuations of IND1 and IND2 atoms
obtained from MD simulations.
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etry, and (c) the contribution to the free energy of
binding arising from desolvation of the inhibitor.13 In
this study, secondary hydrogen bond interactions have
emerged as another possible factor favoring hydroxam-
ate as the zinc binding group. For example, the presence
and correct orientation of the amide hydrogen in hy-
droxamate allow for the formation of a hydrogen bond
between the carbonyl oxygen in Ala 182. The same is
true for the presence of the hydroxyl hydrogen of
hydroxamate which can form a hydrogen bond with Glu
219. The importance of Ala 182 and Glu 219 can be
further extended to MMP inhibitors with different zinc
binding groups. Replacement of the hydroxamate zinc
binding group in IND1 with a carboxylic acid moiety
reduces the binding constant by 2 orders of magnitude.23

In addition, the hydrogen bonding of Ala 182 is no longer
directly with the zinc binding group (it is shifted down
along the inhibitor backbone), while Glu 219 forms no
hydrogen bonds with the inhibitor.40 Other factors are
likely to be important, but the role of secondary hydro-
gen-bonding interactions cannot be underestimated.

We have further shed insight into the role other
inhibitor substituents play in protein-inhibitor interac-
tions. Our simulations showed that all the necessary
hydrogen bonds are satisfied and retained for both of
the inhibitors. The P1′ substituent complements the S1′
binding site through favorable van der Waals contacts
(between Val 215 and C7) while simultaneously remov-
ing solvent (“solvent screen”) from the vicinity of the
catalytic metal ion. We also proposed that a small polar
group (e.g., hydroxyl) replacing the existing nonpolar
P1′ substituent (C6) may better complement the other
side of the S1′ binding pocket and, thereby, possibly
resulting in tighter binding. The ability to form a more
rigid P2′ and P3′ grouping further appeared to enhance
the binding ability of IND1 over IND2, which is consis-
tent with the enhancement of binding that is observed
when the P2′ and P3′ substituents are cyclized.
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